Teaching Al to Mind Its
Manners: Can Frontier

Models Follow Social
Norms in the Real World?

e EgoNormia consists of 1853 egocentric videos
of activities and in-context, action-centric MCQs.

e EgoNormia tests models’ abllities to parse,
understand, and reason over the EgoNormia.org
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Physical-Social Norm Understanding
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